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Tried a yoga class! 

Nothing much, hbu? 

And you? @AI 

I love yoga too! I taught
 

my yoga class. 

How’s your weekend? 

AI 

1. Reactive Conversational Agents 

 AI only responds when mentioned. 

Tried a yoga class! 

Nothing much, hbu? 

I went to a soccer
 

match, what an ending! 

I love yoga too! Actually
 

I’m a yoga instructor! 

How’s your weekend? 

AI 

AI 

2. Next-Speaker Prediction 

 AI participates randomly when
 
turn is not allocated 

How’s your weekend? 

Tried a yoga class! 

Nothing much, hbu? 

I love yoga too! Actually
 

I’m a yoga instructor! 

Pretty busy 
 
weekend... 

2.9 

I’m actually a 
 
yoga instructor! 

4.1 

Thoughts 

Intrinsic 
 
Motivation
 

Score 

... 

AI 

3. Conversational Agents with Inner Thoughts 

 AI proactively engages based on intrinsic motivation. 

Figure 1: A comparison of three types of conversational agents with different proactivity strategies. (1) Reactive Conversational 
Agents: AI only responds when addressed. (2) Next-Speaker Prediction: AI predicts who will speak next based on contextual 
cues such as previous utterances. However, it overlooks the agents’ intrinsic thought processes. This strategy fails particularly 
when no explicit turn is allocated, and often leads to incoherent contributions. (3) Conversational Agents with Inner Thoughts 
(ours): AI generates a train of thoughts and evaluates them based on their intrinsic motivation to participate. 
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Abstract 
One of the long-standing aspirations in conversational AI is to allow 
them to autonomously take initiatives in conversations, i.e., being 
proactive. This is especially challenging for multi-party conversa-
tions. Prior NLP research focused mainly on predicting the next 
speaker from contexts like preceding conversations. In this paper, 
we demonstrate the limitations of such methods and rethink what 

it means for AI to be proactive in multi-party, human-AI conversa-
tions. We propose that just like humans, rather than merely reacting 
to turn-taking cues, a proactive AI formulates its own inner thoughts 
during a conversation, and seeks the right moment to contribute. 
Through a formative study with 24 participants and inspiration 
from linguistics and cognitive psychology, we introduce the Inner 
Thoughts framework. Our framework equips AI with a continuous, 
covert train of thoughts in parallel to the overt communication 
process, which enables it to proactively engage by modeling its 
intrinsic motivation to express these thoughts. We instantiated this 
framework into two real-time systems: an AI playground web app 
and a chatbot. Through a technical evaluation and user studies 
with human participants, our framework significantly surpasses 
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existing baselines on aspects like anthropomorphism, coherence, 
intelligence, and turn-taking appropriateness. 

CCS Concepts 
• Human-centered computing → HCI theory, concepts and 
models; • Computing methodologies → Discourse, dialogue 
and pragmatics; Cognitive science. 
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1 Introduction 
Recent advances in Large Language Models (LLMs) have demon-
strated their ability to generate high-quality text in response to 
human input, finding application in areas ranging from Q&A sys-
tems to writing assistants. Yet, most current LLM-based systems 
treat AI as passive respondents, responding only to explicit human 
prompts. Imagine a scenario where people are planning a trip with 
an AI agent: they must constantly prompt the AI, which passively 
waits for instructions instead of actively contributing. On the other 
end of the spectrum, systems like GitHub Copilot1 tend to overcom-
pensate, offering constant suggestions that can overwhelm users. 
Neither extreme — AI that is only reactive nor AI that is always 
responding — is ideal. 

In the context of conversations, a proactive AI agent should be 
able to autonomously participate in socially appropriate moments, 
providing relevant input without requiring explicit cues. This is par-
ticularly challenging in multi-party conversations. Dyadic human-
AI interactions (e.g., using Siri) often predict turn-taking based on 
speech features such as pause or stop words, and the next turn will 
be automatically allocated to the other party [14, 55]. However, in 
multi-party settings, these cues could be ambiguous, and multiple 
possible speakers may take the floor. Repeatedly prompting AI 
during group interactions can also become cumbersome and can 
disrupt the natural flow of the conversation, as illustrated in the 
example of trip planning. 

Previous systems typically first predict the next speaker (i.e., 
turn-taking prediction) and then generate the next response based 
on conversational and contextual information. For instance, some 
approaches rely on the last few turns of conversations to predict 
the subsequent speaker [15, 20, 63], while others utilize multimodal 
cues, such as eye gaze and non-verbal signals [7–9]. Despite these 
efforts, on turn-taking prediction, they still fall short and struggle to 
beat the simple “repeat last” baseline strategy in social conversation 
contexts [15, 63]. Our formative evaluation (Table 1) also shows 
that when it comes to predicting the next speaker, fine-tuned LLMs 
perform no better than random guessing unless the next speaker 
is allocated (e.g., “What do you think, Alice?” ). In addition, after 
1https://github.com/features/copilot 

determining the next speaker, existing works tend to use predefined 
speaker personas [68, 71] as additional input to guide response 
generation, or expand persona with commonsense [32]. However, 
these additional inputs and profiles are fixed and static during 
conversations, instead of changing through time as humans did. 

We suggest an alternative and reversed perspective to think 
about AI proactivity: Consider how humans chat about what we 
did over the weekend. As we listen to others speak, we process 
their words, reflect on our experiences, and develop an internal 
train of thoughts — cognitive psychologists highlight this as the 
distinction between covert responses (internal thoughts and feelings) 
and overt responses (verbal utterances or gestures) [19, 51] in the 
human communication process. Then, at some point, we may feel 
a strong urge to share our thoughts. This might happen when 
we seek clarification or when someone mentions an activity we 
also participated in, sparking our desire to contribute. With this 
intention in mind, we then look for a socially appropriate moment 
to participate. 

In this paper, we propose a new approach to proactive AI in 
the context of multi-party, text-based conversations: rather than 
simply predicting conversational turns, we explore proactive AI 
driven by its own internal “thoughts”. We introduce the Inner 
Thoughts framework. Inspired by cognitive architectures and LLM 
prompting techniques, this framework comprises five stages: trigger, 
retrieval, thought formation, evaluation, and participation, which 
enable AI to continuously generate a train of thoughts in parallel 
with an ongoing conversation, utilizing both long-term and working 
memory. The AI participant then determines whether to engage in 
the conversation based on an evaluation of its intrinsic motivation 
to express a particular thought at that moment. 

To model intrinsic motivation, we conducted a think-aloud study 
with 24 participants, each of whom participated in four synchro-
nous, text-based online group chats. Using the affinity diagram 
approach, we organized and analyzed the interview notes, and de-
rived 10 high-level themes on how individuals decide to engage 
in conversations. These heuristics were then formalized into auto-
matic evaluation criteria (e.g., relevance, information gap, etc.) for 
AIs to quantitatively rate their intrinsic motivation to participate. 

We implemented our framework as two systems: a multi-agent 
playground web app and a chatbot. Our technical evaluation shows 
that conversational agents driven by Inner Thoughts significantly 
outperformed a next-speaker prediction plus persona baseline across 
all seven evaluation metrics, including turn appropriateness, coher-
ence, anthropomorphism, perceived engagement, intelligence, ini-
tiative and adaptability. Participants preferred the Inner Thoughts 
approach over 82% of the times, noting more natural turn-taking 
and contextually aware contributions, while the baseline was less 
preferred for its mechanical and disjointed responses. 

In summary, we contribute: 

• Inner Thoughts, a framework for enabling proactive con-
versational AI by creating a parallel train of thoughts and 
modeling its intrinsic motivation to express these thoughts. 

• Heuristics derived from a study with 24 participants that 
reveal how humans choose to express or hold back their 

https://doi.org/10.1145/3706598.3713760
https://1https://github.com/features/copilot
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thoughts during conversations. These heuristics are instan-
tiated as evaluation metrics for modeling AI’s intrinsic moti-
vation to participate. 

• Two implementations of the Inner Thoughts framework: a 
multi-agent simulation playground web app and a chatbot 
(named Swimmy 2), both deployed and open-sourced at https: 
//liubruce.me/inner_thoughts/. 

• A technical evaluation and user study comparing Inner Thoughts 
with baseline models. 

2 Related Work 
Our work builds on previous research in proactive conversational 
agents, turn-takings in multi-party conversations, and thought-
augmented LLMs. 

2.1 Proactive AI and Conversational Agents 
Proactive AI dates back to earlier work on mixed-initiative inter-
action [1, 29]. In contrast to AI that only passively responds to 
human queries, mixed-initiative interaction envisions agents that 
autonomously understand when to take what action, such as the 
LookOut system [29] that automatically identifies related dates and 
events in emails and then proactively suggests them to users as 
calendar events. In 1996, Rhodes et al. [48] introduced one of the 
pioneering systems to continuously supply relevant information 
through observation of human activities. Andolina et al. [3] de-
veloped SearchBot, which offers ongoing suggestions of related 
documents and entities unobtrusively [2] during voice interactions. 

While proactivity is a recurring theme in conversational AI re-
search, most proactive conversational AIs focus on task-oriented 
contexts [23, 36, 37], with the aim of helping users achieve specific 
objectives. Social conversations, which can expand on open top-
ics without having any goal to complete, are rarely addressed. In 
addition, past research tends to focus on generating proactive text 
responses to help lead and guide the conversation [16], for example, 
the ability of “learning to ask” [6, 15, 47, 61], understanding and 
initiating topic shifts [39, 57, 67], and planning future conversa-
tion [33, 42, 59] etc. 

In this paper, we focus on investigating how to enable AI to 
proactively engage in multi-party conversations: how AI can deter-
mine the appropriate moments to speak and what contributions 
to make. We also choose to investigate social conversations where 
unlike task-oriented dialogue, the objectives are often ambiguous, 
and the actions required from the AI are not clearly defined. 

2.2 Turn-takings in Multi-Party Conversations 
For a conversational agent to engage proactively, it must understand 
and manage turn-taking, deciding who should speak at the end of 
each turn. Modeling turn-taking is still an area of active research. 
Existing approaches often employ an explicit mechanisms, such as 
a “send” button [65], push-to-talk [27, 60], and wake-words (e.g., 
“Hey Siri”) [34]. However, the use of explicit cues can be viewed 
as less conversational from users’ perspectives [66]. Mainstream 
conversational AI systems also use silence to detect the end of a 

2We named our chatbot Swimmy based on a quote by Edsger W. Dijkstra: “The question 
of whether a computer can think is no more interesting than the question of whether a 
submarine can swim”. 

user’s turn. However, studies show pauses within turns are typically 
longer than gaps between turns in human conversations [11, 58], 
making silence an unreliable cue for turn-taking. More importantly, 
this method does not generalize to multi-party conversations. In 
dyadic interaction, it is always clear who is supposed to speak next 
when the turn is yielded [55]. In the multi-party case, this becomes 
more ambiguous since there is more than one potential speaker 
who might take the turn. 

Beyond an explicit mechanism, machine learning researchers 
have proposed data-driven methods to manage turn-taking in these 
conversations, primarily leveraging conversation history to predict 
the next speaker (i.e., the next-speaker prediction task) [15, 20, 63]. 
However, these methods have shown limited success. Notably, they 
have often failed to outperform the simple “repeat last” baseline 
strategy in social conversation contexts [15, 63]. In addition to 
using only textual data, research in HCI and HRI have leveraged 
other contextual, non-verbal information and “turn-taking cues”, 
for instance, eye gaze (e.g., looking at addressee) [45, 46], breathing 
(e.g., breathe in and out) [31, 41], prosody (e.g., rising or falling of 
pitch) [17, 18, 22, 40] and the status of the human user (e.g., passing 
by, stopping) [7–9] to decide if an AI should engage at a certain 
moment of the conversation or not. 

Previous approaches on mediating turn-taking often relied on 
conversation history and contextual information, and typically treat 
the AI as a reactive agent. Inspired by human behavior, our Inner 
Thoughts framework takes a different perspective by modeling 
intrinsic motivation to speak. 

2.3 Language, Thought, and LLM Agents 
Recent advances in large language models (LLMs) have incorpo-
rated intermediate reasoning steps to enhance performance in com-
plex tasks, such as Chain-of-Thought (CoT) prompting [64] whereby 
LLMs think step-by-step to effectively break down larger problems 
into reasoning steps, and Tree of Thoughts (ToT) [69] whereby 
LLMs explore multiple possibilities at each reasoning stage. In 
addition, self-reflection mechanisms can iteratively improve the 
model’s reasoning. ReAct [70], for example, synergizes reasoning 
with action-taking by having the model alternate between generat-
ing reasoning traces and performing task-specific actions. Reflex-
ion [54] builds on this by equipping models with dynamic memory 
and self-criticism capabilities, allowing them to refine future ac-
tions based on past performance. Expanding on this, Generative 
Agents [44] simulate human-like behavior by combining memory, 
planning, and reflection. The recent OpenAI’s o1 preview [43] intro-
duces another perspective on reasoning transparency by explicitly 
surfacing intermediate reasoning steps to make the AI’s decision-
making process more interpretable to users. 

The Inner Thoughts framework we propose diverges from these 
approaches by simulating an ongoing, parallel stream of internal 
thoughts that mirror human covert responses. Unlike methods such 
as CoT, ToT, or OpenAI o1 preview, which emphasize externalizing 
intermediate steps for reasoning tasks, Inner Thoughts explore 
leveraging these covert thoughts to equip AIs with the ability to 
self-initiate actions and engage proactively. 

https://liubruce.me/inner_thoughts/
https://liubruce.me/inner_thoughts/
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3 Next-Speaker Prediction Is Insufficient to 
Enable Proactive Conversational AI 

In this section, we investigate the limitations of the commonly used 
“next-speaker prediction” strategy [15, 20, 63], and further motivate 
the need of Inner Thoughts to enable proactive AI engagement in 
multi-party conversations. While next-speaker prediction perform 
well when explicit turn-allocation cues are present, we demonstrate 
that they fall short in self-selection cases, where turn-taking deci-
sions are mostly spontaneous and influenced by covert, intrinsic 
factors of the conversational parties rather than observable con-
textual cues. Building on Sacks et al. ’s Simplest Systematics [52], 
turn-taking in conversations is governed by a set of rules: 

(1) Turn-allocation: The current speaker may select the next, 
often using cues like gaze or address terms (e.g., “What about 
you, Alice?” ). 

(2) Self-selection: If the current speaker does not select a next 
speaker (e.g., “I went to Disneyland last weekend.” ), then any 
party can self-select to take the floor. The first to start gains 
the turn. 

(3) If no other party self-selects, the current speaker may con-
tinue. 

Our intuition is that decisions to self-select and participate are 
largely influenced by covert internal processes — such as a partic-
ipant’s interest, relevance, or motivation to engage — which are 
not easily observable from explicit conversational data. Thus, we 
argue that training machine learning models on next-speaker pre-
diction tasks based on conversation history is inherently ill-suited 
for self-selection scenarios, because there is no deterministic map-
ping between prior utterances and the next speaker. To further 
verify our hypotheses, we evaluate the performance of several Gen-
erative Pre-trained Transformer (GPT) variants in predicting the 
next speaker in multi-party conversations in both turn-allocation 
and self-selection scenarios. 

3.1 Hypotheses 
We hypothesized that GPT would perform well in turn-allocation 
scenarios, as these are often signaled by explicit language patterns. 
However, we anticipated lower accuracy in predicting the next 
speaker in self-selection scenarios, as these decisions are likely 
influenced by participants’ intrinsic motivations, which are not 
directly observable from conversational context. 

We further expected that fine-tuned models would underperform, 
especially in self-selection scenarios, as fine-tuning on datasets with 
high variability in self-selection decisions could introduce noise or 
misleading patterns. 

3.2 Materials & Methods 
We used the Multiparty Chat Corpus (MPC) [53], a dataset designed 
to capture social dynamics in multi-party conversations. The dataset 
includes chat logs from sessions that began as free-flowing and be-
came increasingly structured over time. A key feature of the MPC 
dataset is the communicative links annotation link_to, which iden-
tifies whether each utterance was addressed to a specific participant. 
For our analysis, turn-allocation refers to utterances addressed to a 

# Model Overall Self Alloc 

1 GPT-3.5 0.165 0.066 0.248 

2 GPT-4-turbo 0.390 0.099 0.633 

3 GPT-4o 0.435 0.121 0.697 

4 GPT-4o CoT 0.430 0.187 0.633 

5 Fine-tuned GPT-3.5 0.265 0.156 0.378 

6 
Fine-tuned GPT-3.5 

(Speaker name or anyone) 
0.810 0.853 0.765 

Table 1: Next speaker prediction accuracy for different GPT 
models, grouped by the turn-taking type of the current utter-
ance: self-selection (Self ), turn-allocation (Alloc) and overall. 
The random guessing baseline accuracy is 0.127. 

specific individual, while self-selection refers to instances open to 
all participants (all_users in MPC). 

The MPC dataset reveals a significant imbalance between these 
two turn-taking strategies. Out of the total utterances, 95% were 
self-selection, while only about 5% were instances of turn-allocation. 
Baseline accuracy for predicting the next speaker in this context 
was approximately 12.7% (average 1 

𝑛 of all conversations). 
We tested six different models. We first evaluated prompting the 

base GPT-3.5, GPT-4-turbo, and GPT-4o models (#1, 2, 3 in Table 1) 
to predict the next speaker. The prompt first specify the number 
of speakers in the conversation and their names, and provides the 
last five utterances from the conversation (following the prediction 
window configuration of [15]). The model is instructed to predict 
the most likely next speaker by name. We also tested zero-shot 
chain-of-thought (CoT) (model #4) where we prompt the model to 
provide reasoning for its prediction first. Finally, we experimented 
fine-tuning GPT-3.5 on the MPC corpus. Using the communicative 
links annotation (link_to), we labeled each utterance based on 
the participant it was addressed to (model #5) or open to all (self-
selection, anyone in model #6). We used the same prompt structure 
as models #1, 2, 3. To create the fine-tuning dataset, we used the 
MPC corpus and split the data into 70% training and 30% testing 
sets using a random selection of files. We balanced both sets by 
including all instances labeled as turn-allocation and randomly 
sampling an equal number of self-selection instances. Complete 
prompts used for evaluation are listed in Supplementary Material. 

3.3 Results 
Our results (Table 1) demonstrate that all models performed better 
in turn-allocation scenarios, with consistently higher accuracy, and 
GPT3.5 performs significantly worse than GPT4 models. In contrast, 
performance in self-selection scenarios hovered around random 
chance, supporting the hypothesis that self-selection might be in-
fluenced by internal factors that are not easily inferable from the 
conversational context alone. GPT-4 with CoT reasoning improved 
predictions in self-selection scenarios but still significantly worse 
than turn-allocation predictions. As expected, fine-tuned models 
introduced overfitting particularly in self-selection cases, where 
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the model may have learned patterns of the next speaker that are 
not truly generalizable. 

These findings suggest that context from previous utterances 
and speaker information is insufficient for accurately predicting 
the next speaker or determining who should proactively engage, 
especially in self-selection scenarios. 

3.4 New Task: Speaker Name or “Anyone” 
Given the inherent challenges of predicting specific next speakers 
in self-selection scenarios as discussed earlier, we additionally ex-
perimented modifying the labeling schema to better align with the 
turn-taking mechanisms in multi-party conversations. In this task, 
next speakers in turn-allocation scenarios remain labeled with their 
respective names, while self-selection scenarios are relabeled as 
“anyone” (model #6). This labeling schema results in significant per-
formance improvements in both turn-allocation and self-selection 
scenarios (Table 1). Specifically, fine-tuned GPT-3.5 model with this 
modification achieves an accuracy increase in turn-allocation cases, 
from 37.8% to 76.5%. This shows that removing the requirement 
to predict specific speakers in self-selection scenarios eliminates 
a major source of noise and unpredictability, and enhances model 
performance across the board. 

4 Retrospective Think-aloud Study 
Findings from section 3 show that predicting next speakers in self-
selection scenarios requires more than analyzing previous utter-
ances — it hinges on understanding the intrinsic motivations of 
participants. We are motivated to introduce the concept of inner 
thoughts for agents and investigate what factors contribute to one’s 
intrinsic motivation to participate. If we are to design a proactive 
agent system, how should we model its intrinsic decision-making 
process? Given the agent’s thoughts, what factors beyond prior 
utterances influence its decision to participate? To answer these 
questions, we conducted a retrospective think-aloud study [26] to 
observe how human participants decide whether to engage in a 
multi-party conversation. Specifically, what factors influence their 
choice to express or withhold a thought, particularly when the oppor-
tunity to speak is open to all? 

4.1 Participants 
We recruited 24 participants (10 female, 14 male) from our institu-
tion in groups of three. Before the study, participants completed 
the Big-5 personality test [50] and rated their familiarity with one 
another on a Likert scale (1–7). Participants reported varied levels 
of extroversion (Max: 97, Min: 2, Avg.: 50.0, SD: 32.3), and most 
were relatively familiar with one another (Avg.: 5.76, SD: 1.02). 

4.2 Procedure 
Each group engaged in four 10-minute synchronous text conversa-
tions on Slack. The conversations covered four topics (trip planning, 
casual chat, friendly debate, and brainstorming), and participants 
were free to direct the conversation as they wanted. After each 
conversation, participants reviewed the discussion utterance-by-
utterance, reflecting on their thoughts at moments when they con-
sidered contributing or chose to remain silent. We prompted them 
with the following questions: (1) What: What were you thinking? 

Did you want to say it? (2) Why: Why did you feel the need to say 
or not say it? (3) When: Did you decide to jump in immediately, 
wait for a pause, or wait for a particular statement? 

After the think-aloud sessions, we conducted semi-structured 
interviews to further reflect on instances when participants felt 
strongly about contributing or chose to remain silent despite having 
thoughts to share. Each participant was compensated 14 USD in 
local currency. 

4.3 Findings 
Two researchers collaboratively analyzed participants’ responses 
using the affinity diagram method [28]. We held eight 90-minute 
coding sessions. In each session, we split the transcripts and re-
viewed the data together to identify meaningful quotes. For each 
new quote, we proposed potential groupings into existing clusters 
or created new clusters through discussion. Agreement between 
the two researchers was required before assigning a quote to a clus-
ter. In cases where consensus could not be reached, the quote was 
temporarily set aside and revisited during subsequent iterations. 
Once the initial clusters were established, we labeled each cluster 
with a theme. Conflicts in grouping or interpretation were resolved 
through discussion in the context of the original data. We in total 
derived 10 high-level themes, 23 mid-level themes, and 68 low-level 
themes derived from 394 quotes (Figure 2). The complete codebook 
is available in the Supplementary Material. 

4.3.1 What Thoughts Do People Formulate? Consistent with dual-
processing theory [21], participants reported two types of thoughts. 
System 1 thinking is fast, automatic, and intuitive, often leading to 
immediate responses. In contrast, System 2 thinking is slower more 
deliberate. Participants indicated they use both modes—sometimes 
responding spontaneously (System 1), while at other times reflect-
ing more deeply before engaging (System 2). 

4.3.2 Why do people express or withhold a thought? We summarize 
eight heuristics to determine whether a participant wants to express 
or withhold a thought (Figure 2), and collectively name them the 
intrinsic motivations for participants to engage in conversations. 

Among the most frequently mentioned motivations, relevance 
(77 mentions) emerged as a dominant factor. Participants were more 
inclined to contribute when topics aligned with their knowledge, 
interests, or past experiences, resonated with prior long-term mem-
ories, or built on their recent thoughts. In contrast, participants 
often withheld their input when they perceived a disconnect from 
the ongoing discussion. The role of relevance in conversational en-
gagement aligns with Grice’s Cooperative Principle and the maxim 
of relevance [25]. Similarly, Duncan and Fiske observed that con-
versational contributions depend on aligning with shared context 
and ongoing topics [17]. 

The presence of an information gap (33 mentions) also strongly 
motivated expression. Participants spoke up when they identified 
missing knowledge, confusion, or the need for clarification. Ad-
dressing these gaps often enriched the conversation with additional 
details or counterpoints. Conversely, participants withheld their 
thoughts when they deemed the discussion predictable or unengag-
ing. While our finding is in group conversation settings, this draws 
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Figure 2: People’s intrinsic motivation to engage in conversations: Heuristics of what factors influence people’s decisions to 
express or withhold their thoughts during conversations, derived from our think-aloud study. Each heuristic contains two 
example mid-level themes from our codebook. 

parallels with Berlyne’s theory of epistemic curiosity, which de-
scribes how individuals seek information to resolve uncertainty [5]. 

The expected impact (23 mentions) of a thought further influ-
enced engagement. Participants were more likely to contribute if 
they anticipated that their input would introduce novel topics, steer 
the conversation, or enhance its depth. They hesitated when they 
believed their thought would be redundant or covered later. 

Urgency (14 mentions) played a decisive role when participants 
felt their input was time-sensitive or critical for addressing errors 
or misunderstandings. Participants expressed thoughts promptly 
when they perceived such moments as pivotal for the direction of 
the conversation. While urgency has been discussed in contexts like 
problem-solving or crisis communication [56], our study identifies 
its role in everyday group conversational dynamics, particularly in 
mitigating misunderstandings or addressing immediate errors. 

In terms of conversational structure, coherence (30 mentions) 
shaped decisions. This aligns with Sacks et al. ’s observation of how 
speakers organize their contributions to maintain conversational 
flow [52]. Participants expressed thoughts that logically built upon 
the previous utterance or extended the topic, while withholding 
ideas that might disrupt conversational flow. Similarly, originality 
(16 mentions) guided engagement, as participants avoided redun-
dancy by refraining from reiterating points already raised. 

Balance (33 mentions) relates to the dynamics of conversation. 
Participants were mindful of their own contributions relative to 
others and often sought to maintain inclusivity, encouraging quieter 
members to speak or refraining themselves to allow others space 
to participate. This draws parallel to Goffman’s theory of face-
work [24] and Brown and Levinson’s politeness theory [13] about 
how speakers modulate contributions to preserve group harmony. 

Finally, dynamics (30 mentions) highlighted the interplay of 
active participation and silence. Participants were more likely to ini-
tiate new topics or fill conversational pauses to sustain momentum. 
However, they often withheld their thoughts when others were 

actively speaking or appeared likely to contribute soon, reflecting 
a sensitivity to conversational flow and timing. 

While this study’s aim was to identify factors influencing thought 
expression that can be leveraged in our framework, rather than to 
exhaustively catalog all possible motivations and create a definitive 
taxonomy, these themes reveal the multifaceted nature of engage-
ment in multi-party conversations. Rather than simply reacting to 
the flow of dialogue or previous utterances, participants considered 
a combination of personal motivations, conversational dynamics, 
and social considerations when deciding proactive participation. 

4.3.3 Levels of intrinsic motivation. We also propose five levels of 
intrinsic motivation, i.e., how strongly and likely one would want 
to express a particular thought and participate in the conversation. 

• Very Low: The participant is unlikely to express the thought 
and participate in the conversation at this moment. They 
would not express it even if there is a long pause or an 
invitation to speak. 

• Low: The participant is somewhat unlikely to express the 
thought and participate in the conversation at this moment. 
They would only consider speaking if there is a long silence 
and no one else seems to be taking the turn. 

• Neutral: The participant is neutral about expressing the 
thought and participating in the conversation at this moment. 
They are fine with either expressing the thought or staying 
silent and letting others speak. 

• High: The participant is somewhat likely to express the 
thought and participate in the conversation at this moment. 
They have a strong desire to participate immediately after 
the current speaker finishes their turn. 

• Very High: The participant is very likely to express the 
thought and participate in the conversation at this moment. 
They will even interrupt others who are speaking to do so. 
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Conversation 

Thought Reservoir 

Trigger 

Great! Went to an
 

exercise class. 

I also tried a new 
 

yoga class! 

I love yoga too! Actually
 

I’m a yoga instructor! 

How’s your weekend? 

Retrieval 

Long-Term Memory 

I wonder what 
 
Alice did? 

2.4 

I teach yoga
 
every Sunday. 

3.3 

I’m actually a 
 
yoga instructor! 

? 

4.1 

Evaluation 

Thought Formation 

Participation 

Figure 3: The Inner Thoughts framework for AI proactive engagement in conversations. A conversational event triggers the 
retrieval of relevant memories from long-term memory and thought reservoir. New thoughts are then formed based on these 
activated memories, and added to the thought reservoir. These thoughts are evaluated for AI’s intrinsic motivation (score = 4.1 
in the figure) to express. AI participates by articulating a thought at a selected moment in the ongoing conversation. 

The five levels of intrinsic motivation serve as output labels for 
predicting intrinsic motivation in our framework. 

5 Inner Thoughts Framework 
Motivated by our formative studies, we introduce a computational 
framework, Inner Thoughts, that enables AI proactivity by con-
tinuously generating a train of thoughts alongside the ongoing 
conversation and autonomously deciding when and how to engage. 

Our design is inspired by cognitive architectures like SOAR [35] 
and ACT-R [49], which maintained short- and long-term memories 
filled with symbolic structures, and operated in perceive-plan-act 
cycles. These systems dynamically perceived their environment and 
matched it with pre-defined action procedures. Similarly, our AI re-
trieves relevant memories, forms thoughts, and evaluates responses 
in continuous cycles. 

The Inner Thoughts framework consists of five components: 
Trigger, Retrieval, Thought Formation, Evaluation and Participation 
(Figure 3). In each cycle, a conversational event triggers AI to re-
trieve relevant memories, form new thoughts, evaluate if there are 
thoughts that are motivated to be expressed, and then participate 
by articulating the selected thought at a selected moment in the 
conversation. The AI will repeat this process as the conversation 
proceeds. 

In our implementation, we chose the hyperparameters described 
in the following paragraphs empirically to illustrate the core con-
cept of the framework and to demonstrate that it functions effec-
tively within the values chosen. We recognize conducting formal 
ablation studies an important direction for future work. 

5.1 Trigger 
In human conversations, thoughts often arise in response to specific 
triggers. Our Inner Thoughts framework mirrors this process by 
treating conversational events as triggers that initiate AI’s internal 
thought generation. A trigger can take many forms – such as a 

new utterance, a pause in conversation, a non-verbal cue, or even 
a keyword embedded within a participant’s speech. Any of these 
events can stimulate the AI to initiate a new thought process and 
generate a new batch of thoughts. 

In the implementation of our system for online text-based con-
versations, we defined two types of triggers. (1) on_new_message: 
This trigger is activated whenever one of the participants sends a 
message. Each incoming message prompts AI to generate a new 
set of thoughts in response to the latest input. (2) on_pause: The 
second type of trigger occurs when no participant has spoken for 
a period of time (set to 10 seconds in our system). This allows the 
AI to generate thoughts during moments of silence, potentially 
facilitating the interaction by proposing new topics or re-engaging 
participants. For instance, in our experiment, we observed AI gener-
ating thoughts like: “It has been ten seconds and no one has spoken 
– perhaps I should suggest a new topic?”. 

5.2 Retrieval 
Once triggered, AI retrieves information from its memories to use 
as the stimuli to form thoughts. From our think-aloud study, par-
ticipants mentioned that this could involve long-term memory of 
related personal experiences, objectives, knowledge, or interest, as 
well as working memory for details from the ongoing conversation, 
or even previous thoughts they had. Random memories can also be 
retrieved to simulate the process of being “creative”. 

We retrieve relevant memories by computing their saliency with 
respect to the latest utterance. Memories with saliency higher than 
a threshold (0.3) will be selected. Let 𝑥 represent a memory item 
(e.g., an objective, knowledge, or thought) and 𝑢 represent the latest 
conversational utterance. The saliency of a memory 𝑥 is determined 
by the maximum similarity between the memory and both the raw 
text of the utterance 𝑢 and its interpretation 𝑢interp. Specifically: 

Saliency(𝑥, 𝑢) = max 
 
sim(𝑥, 𝑢interp), sim(𝑥, 𝑢) 

 
· 𝑤𝑥 · 𝑑𝑥 
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where sim(𝑎, 𝑏) is the cosine similarity between two embeddings, 
𝑤𝑥 is the weight of the memory 𝑥 that can be predefined by users 
and reflects its inherent importance, and 𝑑𝑥 is a decay factor that 
reduces the saliency of older memories. The decay factor 𝑑𝑥 is 
defined as: 𝑑𝑥 = 𝜆 (𝑡 −𝜏𝑥 ) , where 𝜆 is the decay rate (0.95), 𝑡 is the 
current timestep, and 𝜏𝑥 is the last time or batch when the memory 
𝑥 was accessed. This formulation ensures that more relevant and 
recently accessed memories have higher saliency, letting the AI 
focus on pertinent information when generating thoughts during 
the conversation. 

We include the interpretation of the utterance (𝑢interp) alongside 
the raw text to capture both the surface meaning and the underlying 
intent or contextual meanings of what was said. The interpretation 
is generated by prompting an LLM with the instruction: Interpret 
what <name> just said in the context of the conversation and what 
<name> might be thinking. Be as succinct as possible and use a single 
sentence. 

5.3 Thought Formation 
Our framework employs a dual-process model [21] of thought for-
mation, based on our think-aloud study findings (section 4). This 
process involves two systems: system 1 for quick, automatic re-
sponses, and system 2 for deliberate, contextually-rich thinking. 
Users can configure how many system 1 and/or system 2 thoughts 
should be generated for each trigger in one batch. 

For system 1, we prompt the LLM to form a succinct thought 
based on the last utterances in the conversation, such as acknowl-
edgments or expressions of interest. For system 2, we prompt the 
LLM to generate thoughts based on the retrieved stimuli. Below is a 
short version of the prompt structure (full prompt in Supplementary 
Material): 

“You are provided contexts including the conversation 
history and salient memories of yourself... Form <num> 
thought(s) that you would most likely to have at this 
point in the conversation, given the context. Make sure 
they are diverse, align with these contexts and are less 
than 15 words.” 

We also prompt the LLM to annotate the stimuli (from a previous 
thought, utterance or long-term memory) for each thought it gener-
ates (as shown in Figure 6). This provides a traceable link between 
the AI’s memories and thoughts and make the generation process 
more grounded. 

Similar to what was observed in reasoning and decision-making 
tasks [44, 54, 64, 69, 70], we empirically found that LLMs can form 
reasonable and consistent thoughts based on the stimuli and con-
versational context. For example: “I should mention the picnic we 
had last weekend”, “I wonder how long Bob’s hike was”, “Seeing a 
bear up close must have been intense!”. 

5.4 Thought Evaluation 
Not all generated thoughts will be expressed. In this thought evalu-
ation phase, the AI censors its latest batch of generated thoughts 
and decides whether or not to express a particular thought. 

We use a structured evaluation process. This evaluation is driven 
by heuristics we developed in section 4: Relevance, Information 
Gap, Expected Impact, Urgency, Coherence, Originality, Balance and 

1 2 3 4 5 

Intrinsic Motivation = 3.74 

 Urgency

Evaluation Criteria 

Intrinsic Motivation to Engage (1-5) 
 
If you were ${partyName}, how strongly and 
likely would you want to express this thought 
and participate in the conversation at this 
moment?
 

- 1 (Very Low): ${partyName} is unlikely... 

Task Introduction 

Your task is to rate the thought on one metric.
 
Please make sure you read and understand 
these instructions carefully. Please keep this 
document open while reviewing, and refer to it 
as needed... 

1. Read the previous conversation and the 
thought formed carefully.
 
2. Read the Long-Term Memory (LTM) carefully.
 
3. Evaluate the thought based on the following 
factors... 

Evaluation Steps 
 Relevance

 Originality Coherence

Information Gap

Expected Impact

Balance

Dynamics

CoT

Figure 4: Prompt structure for evaluating intrinsic motiva-
tion of a thought. The evaluator rates the AI’s intrinsic mo-
tivation to engage using a 1-5 scale based on heuristics like 
relevance and coherence. A Chain-of-Thoughts (CoT) process 
evaluates both positive and negative factors, resulting in a 
weighted score. 

Dynamics (Figure 2). Our implementation employs LLMs to evaluate 
each thought on the set of heuristics and assigns a rating (1-5) to 
determine the likelihood of the thought being expressed. We also 
provide definitions of the scores based on the five levels of intrinsic 
motivation we proposed in section 4, from very low to very high. 
This makes the LLM’s prediction grounded and explainable, and 
can be further used to guide participation strategies. 

We developed a pipeline similar to G-Eval [38], a prompt-based 
evaluation method. Our process involves three key components: 
(1) a prompt that provides instructions for evaluation and defines 
the criteria, (2) a structured chain-of-thoughts (CoT) that outlines 
intermediate steps for evaluation, and (3) a scoring function that 
computes a final score for each thought based on its probability of 
being expressed (Figure 4). 

One unique aspect of our evaluation process that goes beyond the 
G-Eval is that we instruct the AI to provide both positive and nega-
tive motivations for expressing a thought. We empirically found 
this method to overrate the scores less. This step follows these key 
instructions: 

(1) First, reason about why the party may have a strong desire 
to express the thought and participate in the conversation 
at this moment. The system selects the top two most rele-
vant factors that may argue for expression (e.g., relevance, 
clarification, or new topic) 

(2) Then, reason about why the party may have a weak desire to 
express the thought at this moment. Again, the system selects 
the top two most relevant factors that may argue against the 
expression of the thought (e.g., irrelevance, incoherence, or 
lack of urgency). 

(3) Based on these considerations, the system assigns a rating 
on a scale of 1-5 for the motivation to express the thought. 
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The intrinsic motivation score for each thought is determined 
using a weighted summation approach inspired by G-Eval [38]. 
Specifically, we sum the probability scores of the first output token 
(which is a rating prediction from 1 to 5) of the top five LLM’s 
responses, for every evaluation: 

score = 
5∑︁ 

𝑖=1 

𝑝 (𝑠𝑖 ) · 𝑠𝑖 · 𝑑𝑝 

Where 𝑝 (𝑠𝑖 ) is the probability of the predicted rating (0-1), cal-
cuated by taking 𝑒 to the logprob (log probability of the output 
token) value of the LLM response, and 𝑠𝑖 represents the predicted 
rating. 

This method allows for more fine-grained, continuous scores 
compared to traditional integer-based evaluations. The final score 
is also adjusted by how long the AI has been silent. Our assump-
tion is that in general, the longer a party stays silent, the stronger 
motivation they will have to participate to maintain their presence. 
This factor 𝑑𝑝 is defined as: 𝑑𝑝 = 𝜆 (𝑡 −𝜏𝑝 ) , where 𝜆 is the increase 
rate of motivation score (1.02), 𝑡 is the current timestep, and 𝜏𝑝 is 
the last time when party 𝑝 spoke. 

5.5 Participation 
After evaluating the intrinsic motivation score of its latest batch of 
thoughts, the AI decides whether to speak by leveraging turn-taking 
type predictions (i.e., turn allocation vs. self-selection), combined 
with the evaluation of those thoughts. The Inner Thoughts frame-
work allows the AI to exhibit varying degrees of proactive partic-
ipation through adjustable proactivity settings. We define three 
layers of proactivity that control how and when the AI participates 
in the conversation: 

Overt proactivity, which refers to the AI’s overall tendency to 
engage in conversation, similar to how some people naturally partic-
ipate more actively in discussions, regardless of specific thoughts or 
ideas. To implement overt proactivity, we adjust the system1Prob 
(System 1 Probability, 0-1) parameter, which controls the proba-
bility to select a system 1 thought when no system 2 thought is 
selected. A higher system1Prob increases the chance that the AI 
will respond in general even when other thoughts are rated to have 
low motivation. 

Covert proactivity, which is the level of motivation required for 
the AI to express a thought and engage. This is managed through 
imThreshold (1-5), the intrinsic motivation threshold for express-
ing a thought. A thought may only be selected if it is evaluation 
score is higher than this threshold. 

Tonal proactivity, which shapes how assertive or forward the AI 
appears in its language. The proactiveTone (true or false) controls 
the AI’s style of expression once it has decided to speak. While 
the core thought-selection process is the same, the proactive tone 
modulates how assertively the AI conveys its message by restyling 
the articulated utterance through an LLM. 

In addition, Inner Thoughts introduces interruption, represented 
by the interruptThreshold (1-5). Interruption occurs when the AI 
takes a turn despite the turn being allocated to another participant. 
For example, this might occur when Alice asks Bob, “How about 
you, Bob?” but the AI interjects because it has an urgent thought to 

express. Interruption is not explicitly outlined in Sacks et al. ’s Sim-
plest Systematics [52] but is framed here as a mechanism to override 
the orderly system of turn-taking when necessary. If the intrinsic 
motivation behind a thought exceeds the interruptThreshold, 
the AI will override standard turn allocation rules to contribute to 
the conversation. This provides an additional layer of proactivity. 

The AI decides whether to speak by leveraging turn-taking type 
predictions (i.e., turn-allocation vs. self-selection) combined with 
the thought evaluation process. For open turns (self-selection), the 
AI speaks if its top thought surpasses the intrinsic motivation thresh-
old; otherwise, it may rely on system-1 thoughts or remain silent. 
For allocated turns, the AI selects its highest-rated thought to speak, 
and for others’ turns, it interrupts only if its motivation exceeds 
the interrupt threshold. This algorithm is formally described as: 

5.6 Demonstration of AI’s Proactive Behavior 
Enabled by Inner Thoughts 

We present several examples selected from simulation logs of AI 
turn-taking behaviors enabled by the Inner Thoughts framework 
(Figure 5). 

5.6.1 Participation by Motivation. In the Inner Thoughts frame-
work, AI participation is driven by its intrinsic motivation, as op-
posed to traditional approaches that rely on conversation history. 
Previous systems might randomly select participants with minimal 
interest or knowledge in the topic at hand, potentially stagnating 
the conversation. In contrast, Inner Thoughts ensures that the AI 
participates with the strongest motivation — whether due to a rele-
vant persona, curiosity, or the fact that they have not spoken in a 
while — takes the conversational floor. This dynamic leads to more 
fluid and engaging topic progression, as participants with some-
thing meaningful to contribute are naturally more involved. Over 
time, this accumulation of motivated contributions may develop 
conversations that are more coherent, engaging, and reflective of 
the natural flow of human interaction, as shown in our evaluation 
in section 6. 

For instance, as shown in Figure 5, the AI demonstrates motivation-
based participation when a user mentions trying yoga for the first 
time. With its knowledge of yoga and background as a yoga in-
structor, the AI promptly responds: “I love yoga too! Actually, I’m 
a yoga instructor!” The AI’s motivation to share relevant personal 
experience ensures a smooth continuation of the conversation. 

5.6.2 Interruption. The Inner Thoughts framework enables AI to 
interrupt a conversation when it has a strong motivation to con-
tribute. Even when participants A and B are discussing a particular 
topic, participant C (the AI) can step in if it identifies a strong, 
relatable connection to the conversation. This behavior makes con-
versations more dynamic and allows the AI to share important 
insights without needing to wait for a turn. In contrast, methods 
solely dependent on next-speaker prediction often fail to offer the 
AI opportunities to engage if the conversation converges around 
two participants. 

As shown in the figure example, while A and B are in the middle 
of a dialogue, the AI interrupts with, “No way! Middlesex is one of 
my favorite books!” This interruption enriches the conversation by 
fostering more spontaneous interactions. 
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Participation by 
 
Motivation 

Tried a yoga class! 

Nothing much, hbu? 

I love yoga too! Actually
 

I’m a yoga instructor! 

How’s your weekend? 

I went to a 
 
soccer match. 

2.4 

I’m actually a 
 
yoga instructor! 

4.1 

A 

A 

C 

Thoughts 

D 

B 

C 

Interruption 

Middlesex is one 
 
of my favorites! 

4.6 

A 

A 

C 

B 
Do you ever bring a book to


read at Greenfield, Fiona?

Yeah there’s a park called


Greenfield, so peaceful!

Sometimes I do! Last time


I brought “Middlesex”, and...

Do you ever bring a book to


read at Greenfield, Fiona?

Yeah there’s a park called


Greenfield, so peaceful!

Sometimes I do! Last time


I brought “Middlesex”, and...

Do you ever bring a book to
 

read at Greenfield, Fiona? 

Yeah there’s a park called
 

Greenfield, so peaceful! 

Sometimes I do! Last time
 

I brought “Middlesex”, and... 

No way! Middlesex is one of 

my favorite books! 

Retention 

I went for a run
 
this morning. 

3.4 

I should mention 
 
my morning run
 
in a nice day. 

4.0 

C 

A 

A 

B 

B 

Pretty good! I just got back 

from a long hike. 

Hi Hannah! How’s your day 

going so far? 

That’s awesome! The 

weather is so nice today. 

Yes! Really enjoyed the nice 

weather. 

I went for a morning run, 

the weather was perfect! 

Thought Evolution 

I wonder if Daisy 
 
writes songs too 

4.2 

I should share that
 
I also wrote a song
 
last weekend 

4.0 

A 

B 

B 

Memory 

Yea, I play guitar sometimes 

and do jam sessions. 

That’s a cool mix Daisy! Do 

you play any instruments? 

Yeah I do! I just composed a 

country song recently. 

I also spent last weekend 

writing some music! 

That’s awesome! Do you 

write your own songs? 

Spent last weekend
 
writing new songs 

Figure 5: Examples selected from simulation logs of AI turn-taking behaviors in the Inner Thoughts framework. The figure 
illustrates four behaviors: Participation by Motivation, where the AI joins the conversation by sharing relevant personal 
experience; Interruption, where the AI interjects with a strong contribution during an ongoing discussion; Retention, where 
the AI holds back a thought until it’s contextually relevant; and Thought Evolution, where the AI adapts its responses as the 
conversation progresses. 

5.6.3 Retention. In addition to its ability to interrupt, the Inner 
Thoughts framework also allows the AI to retain thoughts for future 
use, waiting for an appropriate moment to express them. This 
feature enables the AI to revisit previously generated thoughts that 
may have been irrelevant at the time but later become pertinent as 
the conversation progresses. 

For example, in the figure, the AI initially holds back a thought 
about going for a run earlier that day because it was not particularly 
relevant while other participants were discussing a different topic. 
However, once the conversation shifts to the weather and outdoor 
activities, the AI sees an opportunity to contribute: “I should mention 
my morning run in the nice weather.” 

5.6.4 Thought Evolution: The Inner Thoughts framework allows 
for the development and evolution of thoughts over time. Unlike 
traditional systems that generate responses based on a fixed per-
sona [68, 71], Inner Thoughts enables the AI to develop and adapt 
its thoughts as the conversation unfolds, incorporating multiple 
stimuli along the way. 

For instance, as shown in the figure, the AI initially recalls a mem-
ory of writing songs last weekend. As the conversation shifts toward 
music and instruments, this memory evolves into the thought: “I 
wonder if Daisy writes songs too.” It expresses the thought by asking 
Daisy the that question. With a positive answer from Daisy, the 
thought further evolves into: “I should share that I also wrote a song 
last weekend.” This continuous evolution allows the AI to stay rele-
vant and responsive as new topics emerge, as well as compound 
and develop new thoughts. 

6 Simulative Evaluation 
We conducted a technical evaluation via multi-agent simulations to 
compare different strategies in enabling proactive AI engagement 
in multi-party conversations. We chose a simulative approach to 

overcome weaknesses of only relying on conventional user stud-
ies with human subjects. First, the difficulty to scale due to the 
time cost of coordinating human participation. Second, we found 
through our pilot studies that human participants may struggle 
to perceive the timing of AI engagement in social conversations, 
focusing more on the style and content of responses. In addition, 
since many forms of engagement may seem reasonable in social 
conversations, participants often do not have clear criteria to assess 
AI’s engagement behavior. 

Taking a non-conventional approach, our intuition is that simu-
lating conversations at-scale amongst multiple AIs using the same 
engagement strategy allow us to accumulate and magnify the effects 
of both correct and incorrect turn-taking decisions. In particular, 
poor decisions about when to engage can compound and lead to 
noticeable degradation in conversation quality, making evaluation 
more straightforward. This method also offers scalability, as crowd-
workers can assess conversation quality without the need for real 
human interactions with AI. 

In this section, we compare the performance of our proposed 
Inner Thoughts framework with the conventional next-speaker 
prediction baseline in multi-agent simulations. 

6.1 Apparatus: the Inner Thoughts Playground 
We built an Inner Thoughts playground (Figure 6) that allows us 
to simulate conversations between AI and/or human participants. 
This playground is deployed at https://liubruce.me/inner_thoughts/. 
On the playground, users can easily add multiple AI and human 
participants, customize their proactivity settings, control the num-
ber of thoughts formulated per batch, run automated simulations 
of human-AI group conversation, and save log data of conversa-
tions. The settings interface and detailed explanations are shown 
in Appendix 10.1. 

https://liubruce.me/inner_thoughts/
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Figure 6: The Inner Thoughts playground web app interface. Multiple AI and humans can be added to simulate a group 
conversation. Users can also view and edit each of the participants’ long-term memory and thoughts. 

The main interface is divided into three panes: On the left is 
the long-term memory pane. Users can customize each AI partici-
pants’s long-term memory by adding or deleting specific entries. 
In the middle is the conversation pane, where users can watch 
the simulated conversation, or participate in the conversation by 
sending a message using the dialog box on the bottom. 

On the right is the inner thoughts pane. Users can view visu-
alization of thought bubbles generated on-the-fly for the selected 
participant as the conversation proceeds. Each thought bubble con-
tains a numeric ID (badge colored black), the saliency score (white), 
intrinsic motivation score (red), and a list of stimuli that AI used to 
formulate this thought. Below the badges shows a description of the 
thought. Thoughts that are expressed by the AI will be highlighted. 
In addition, users can click on a thought bubble to manually force 
the AI the express the thought in the conversation; and can right 
click on the thought bubble to view its reasoning for the intrinsic 
motivation rating. Users can also delete certain thoughts from the 
reservoir by clicking on the top-right delete button. 

As a user clicks on a participant in the settings page, the content 
in the long-term memory and inner thoughts pane will be synced to 
that participant. They are automatically updated as the conversation 
goes on. Users can view a train of thoughts of each participant 
developing in parallel to the conversation. 

6.2 Conditions 
We compared two multi-party engagement strategies (Table 2) (1) 
Next-Speaker Prediction: In this condition, AI participants engaged 
based on predictions of who the next speaker would be. Their re-
sponses were generated based on predefined personas, following 
experimental setup in [71]. (2) Intrinsic Motivation (our approach): 
AI participants engaged based on their intrinsic motivation to con-
tribute, driven by generated thoughts during the conversation. 

We used the fine-tuned GPT-3.5 model we evaluated in section 3 
in condition 1 to predict the next speaker, and prompt the model to 
generate responses based on its persona if selected by the prediction 

(full prompt in Supplementary Material). We used the framework 
described in section 5 for condition 2. Simulations were run on the 
Inner Thoughts playground web app. 

6.3 Agent Personas and Conversation 
Generation 

In this paper, we choose casual conversation scenarios as the pri-
mary focus of our evaluation due to their unique challenges in 
handling turn-takings. Casual conversations, unlike task-oriented 
interactions, lack clear objectives, making turn-taking and proactive 
engagement particularly difficult to model and has been underex-
plored in prior research [23, 36]. Future research could also explore 
how this framework applies to task-oriented conversations such as 
brainstorming, to further validate its adaptability. 

To simulate the conversation, we first created eight AI partic-
ipants, each assigned a detailed persona consisting of objectives, 
knowledge, and interests. These personas were initially generated 
from a seed randomly selected from the PersonaChat [71] dataset. 
For example, one seed might include: “I like listening to all genres 
of music except country,” “I would travel the world if I could,” “I 
enjoy reading books,” “I like spending time with friends and family,” 
and “I’m not a fan of hot weather.” 

To further enrich these personas and encourage interaction be-
tween different AI participants, we randomly sampled two addi-
tional persona descriptions from other participants for each AI. 
This approach introduced overlapping interests, making the AI 
participants more likely to engage in relatable conversations and 
increasing the chances of contributions during discussions. 

We simulated 100 text-based conversations (50 for each condi-
tion), each involving four randomly selected AI participants. Each 
conversation consisted of 15 turns. We also incorporated 10 ice-
breaker prompts, randomly selected from the PersonaChat dataset. 
Examples of these prompts include: “What did you do last week-
end?”, “What is your favorite thing to do?”, and “Hey!”. A randomly 
selected participant was chosen to initiate the conversation for 
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each simulation, with a randomly selected icebreaker sentence. For 
all AI participants, the following proactivity settings were applied: 
Overt proactivity = 3.95, Covert proactivity = 0.1 and Tonal proac-
tivity = False. One system 1 thought and two system 2 thoughts are 
generated in each batch. 

6.4 Hypothesis 
With the Inner Thoughts approach, the AI participant with the 
highest intrinsic motivation is more likely to take the floor of the 
conversation. Such participants tend to have more to contribute 
and are better able to develop the topic at hand. As discussed in 
subsection 5.6, intrinsic motivation fosters more meaningful and 

Algorithm 1: Proactive AI via Inner Thoughts: iteratively 
processes trigger events by predicting turn-taking types, 
evaluating thoughts in a reservoir, and deciding whether 
to participate or remain silent. 
Input: Stream of trigger events 𝐸, Thought reservoir 𝑇 , 

Turn-taking type prediction. 
Output: Participation action 𝑡 ∗ for each trigger event. 

1 while there is a new trigger event 𝑒 ∈ 𝐸 do 
// Step 1: Turn-Taking Type Prediction 

2 Predict the turn-taking type for the current event 𝑒: 
Open to anyone, or allocated to a party; 

// Step 2: Process According to Turn-Taking 
Type 

3 if open to anyone then 
4 if ∃𝑡 ∈ 𝑇 such that 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ) ≥ 𝑖𝑚𝑇 ℎ𝑟 𝑒𝑠ℎ𝑜𝑙𝑑 then 
5 Select the highest-rated thought: 

𝑡 ∗ = arg max𝑡 ∈𝑇 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ); 
6 else if 𝑡 ∈ 𝑇 such that 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ) ≥ 𝑖𝑚𝑇 ℎ𝑟 𝑒𝑠ℎ𝑜𝑙𝑑 

then 
7 Select 𝑡 ∗ from the system-1 thoughts in 𝑇 with 

probability 𝑠𝑦𝑠𝑡 𝑒𝑚1𝑃 𝑟𝑜𝑏; 

8 if turn allocated to AI then 
9 Select the highest-rated thought: 

𝑡 ∗ = arg max𝑡 ∈𝑇 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ); 
10 if turn allocated to others then 
11 if ∃𝑡 ∈ 𝑇 such that 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ) ≥ 𝑖𝑛𝑡𝑒𝑟 𝑟𝑢𝑝𝑡𝑇 ℎ𝑟 𝑒𝑠ℎ𝑜𝑙𝑑 

then 
12 Select the highest-rated thought: 

𝑡 ∗ = arg max𝑡 ∈𝑇 𝑠𝑐𝑜𝑟 𝑒 (𝑡 ); 
13 else if 𝑡 ∈ 𝑇 such that 

𝑠𝑐𝑜𝑟 𝑒 (𝑡 ) ≥ 𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑇 ℎ𝑟 𝑒𝑠ℎ𝑜𝑙𝑑 then 
14 The AI remains silent; 

// Step 3: Finalize Participation 
15 if 𝑡 ∗ is not null then 
16 Participate with 𝑡 ∗; 
17 else 
18 Take no action; 

Condition When to Participate What to Say 

1 Next speaker prediction Based on persona 

2 (ours) Intrinsic Motivation Based on thoughts 

Table 2: Study conditions for technical evaluation and user 
study. We compare Inner Thoughts with the baseline ap-
proach of deciding when to participate by next speaker pre-
diction, and then generate response based on AI’s persona 

contextually appropriate contributions, in contrast to reactive en-
gagement that simply predicts the next speaker. We anticipate that 
this effect will aggregate and lead to conversations that are more 
engaging, coherent and closely resemble the natural flow of human 
conversations. 

6.5 Human Evaluation of Simulated 
Conversations 

We evaluated 100 simulated conversations with 10 human evalu-
ators (4 female, 6 male, age Avg.: 26.3, SD: 4.35). Each evaluator 
reviewed five pairs of conversations, with one from each condition 
(10 total), viewed in a randomized order within each pair. Partic-
ipants were informed that all conversations were AI-generated. 
Instead of displaying static conversation histories, we presented 
an animated version of the conversations to simulate a live chat 
experience. The length and speed of the conversations were ren-
dered to match human’s average typing speed. This decision was 
based on findings from our pilot studies, where we observed that 
participants tended to skim through static conversation transcripts. 

After watching each conversation, they were asked to rate their 
agreements with seven statements (Table 3) related to the conver-
sation’s quality on a 1-7 Likert scale, from strongly disagree to 
strongly agree, adapted from [4, 10, 62]. We also asked participants 
to identify specific points where turn-takings felt unnatural. After 
completing all conversations, participants were asked to select the 
conversation that feels more natural and human-like in each pair 
and provide a brief explanation with examples. 

6.6 Findings 
We conducted Mann-Whitney U tests to compare the Baseline (con-
dition 1) and Inner Thoughts (condition 2) strategies across the 7 
dimensions listed in Table 3. Overall, the results showed significant 
improvements in the Inner Thoughts condition across all metrics 
(Figure 7). 

Notably, the strongest effects were observed in turn appropri-
ateness (U = 577.0, 𝑝 = 2.4 × 10−6) and coherence (U = 636.0, 
𝑝 = 1.6 × 10−5), indicating that AI participants using intrinsic 
motivation contributed more appropriately and maintained better 
conversational flow compared to the Baseline. Anthropomorphism 
(U = 726.5, 𝑝 = 2.4×10−4) and intelligence (U = 688.5, 𝑝 = 7.3×10−5) 
were also significantly higher for Inner Thoughts, reflecting that 
AI participants were perceived as more human-like and thoughtful. 

The Inner Thoughts condition also led to significantly higher 
engagement (U = 813.5, 𝑝 = 1.9 × 10−3) and initiative (U = 862.5, 
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Metric Statement 

Anthropomorphism I felt the conversation is natural and human-like. 
Conversation Coherence I felt that the dialogue maintains a coherent topic progression. 
Perceived Engagement I could feel that the AI participants are engaging well in the conversation. 
Perceived Intelligence I felt that the AI participants provided intelligent and insightful contributions to the conversation. 
Turn Appropriateness Turn-takings in the conversation is contextually and logically appropriate 

Initiative I felt the AI participants are able to take the initiative in conversations. 
Adaptability I felt that the AI participants appeared to adapt well to the changing dynamics of the conversation. 

Table 3: Metrics used in our technical evaluation to measure the quality of AI simulated conversations. Each statement is rated 
on a Likert-scale from 1 – Strongly Disagree to 7 – Strongly Agree. 

Figure 7: Stacked bar plots of participants’ ratings on the metrics used in our technical evaluation to measure the quality of AI 
simulated conversations. Each statement is rated on a Likert-scale from 1 – Strongly Disagree to 7 – Strongly Agree. 

𝑝 = 6.0 × 10−3), suggesting that AI participants were more proac-
tive and engaging in conversation. Adaptability was rated signif-
icantly better in the Inner Thoughts condition as well (U = 765.0, 
𝑝 = 6.3 × 10−3), showing that AI participants adapted more ef-
fectively to changes in the conversation. Finally, 82% of the times 
participants preferred the Inner Thoughts conversations, indicating 
a clear overall preference for this approach in multi-party settings. 

To complement these quantitative findings, we analyzed partic-
ipants’ feedback to understand the nuances behind their ratings. 
We used a thematic analysis approach [12] to analyze qualitative 
data from participant comments. Two researchers first indepen-
dently identified recurring themes and patterns in the data, followed 
by two 60-minute meetings to refine and organize these themes. 
Disagreements were resolved through discussion. 

Enhanced Coherence and Engagement. Participants noted that 
conversations in Condition 2 (Inner Thoughts) felt more coherent 
and engaging. They appreciated how AI agents built upon each 
other’s responses, creating a more dynamic and interactive dia-
logue. 

“In the second conversation, every participant adjusted 
their answers based on others’ responses. It started gen-
eral and then narrowed down, making it more engaging.” 
(P01) 

Natural Turn-Taking. Condition 2 was praised for its natural 
turn-taking, with AI agents contributing at appropriate moments 
and responding directly to others. 

“It felt like a real group chat where participants are 
listening to each other and interested in each other’s 
topics. Their interaction is closer.” (P06) 

“There was a flow in the conversation—not mechanical. 
If someone mentioned something, others would continue 
on that topic, echoing and adding more information.” 
(P08) 

Responsiveness to Context. Participants observed that AI agents 
in Condition 2 were more responsive to the conversational context, 
leading to more meaningful interactions. 

“... they can combine with their own experiences, making 
the conversation feel more connected.” (P04) 

“Conversations had natural transitions. You feel like 
they are responding first and then sharing something 
about themselves.” (P08) 

Limitations of the Baseline Strategy. Conversely, the baseline 
condition was criticized for its mechanical responses and lack of 
coherence. Participants felt that AI agents often talked past each 
other without meaningful engagement. 
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“In the first conversation, everyone was talking over each 
other. They answered the same question with the same 
format, which felt unnatural.” (P07) 
“Everyone says ’hey’ but there’s no continuity. They 
don’t respond to each other and just bring up unrelated 
topics.” (P09) 

Missed Opportunities for Interaction. The baseline AI agents fre-
quently failed to respond to prompts or engage with others’ state-
ments, leading to disjointed conversations. 

“Someone mentioned walking their dog on the beach, 
and no one responded at all.” (P03) 
“They ignored questions, and some people went back 
to very previous messages, making the conversation 
one-directional.” (P10) 

7 User Evaluation 
In addition to simulation experiments, we conducted a user study 
to understand: (1) How do people perceive proactive conversational 
AI enabled by the Inner Thoughts framework during actual inter-
actions? (2) How do different levels of AI proactivity affect these 
perceptions? 

7.1 Apparatus: Swimmy Slackbot 

User A 

User A 

User A 

User A 

User B 

User B 

User B 

User B 

User B 

Figure 8: An example conversation between two human par-
ticipants and Swimmy, a Slackbot developed based on the 
Inner Thoughts framework, on Slack. 

We built a Slackbot (Figure 8) named Swimmy using Slack API3 

for the study. We implemented the Slackbot using a queue-based 

3https://api.slack.com/ 

approach to handle asynchronous message processing. When a new 
message is received, it is added to a triggerQueue, and processes 
each message sequentially. The bot generates inner thoughts for 
each of the AI participants by updating saliency, forming thoughts, 
and evaluating them, as described in section 5. The AI then decides 
whether to respond based on turn-taking predictions, intrinsic 
motivation thresholds, as well as the status of the process queue. 
Specifically, if triggerQueue is not empty, the AI refrains from 
speaking to avoid interrupting ongoing message processing. Users 
can also customize configurations on the Home page of the Slackbot. 

7.2 Study Design 
The study involved six pairs of human participants, each pair in-
teracting with an AI agent on Slack (3-party conversation). We 
recruited 12 participants from our institution, with 8 of them re-
porting familiarity with conversational agents and 9 indicating 
familiarity with large language models (scoring above 4 on a 1-7 
scale). Each participant was compensated $20 for their one-hour 
participation. 

Participants experienced three 10-minute conversations, where 
we designed three AIs with different conversational styles: 

(1) Non-stop chatter : This AI participated continuously, even 
when it had little input to add to the conversation. It had 
a high probability of selecting thoughts through System 1 
processes (system1Prob = 0.7). 

(2) Active contributor : This AI participated actively to share its 
thoughts whenever relevant but not overwhelming the con-
versation. With a moderate System 1 probability (system1Prob 
= 0.2), it occasionally selected less deliberate thoughts. Its 
low intrinsic motivation threshold (imThreshold = 3.59) al-
lowed it to contribute actively whenever something comes 
up in its “mind”. 

(3) Selective participant: This AI only contributed when it had 
a strong interest in the topic, staying quiet during other 
parts of the conversation. With no reliance on System 1 pro-
cesses (system1Prob = 0) and a higher motivation threshold 
(imThreshold = 4.09), this AI required significant justifica-
tion before expressing a thought. 

Specific proactivity settings of each participants are listed in Ap-
pendix 10.2. Each persona was randomly assigned to one of the 
three conversational conditions in each session, with order counter-
balanced. Before the study, participants were informed that the AI 
might exhibit various personalities across the conversations but 
were not told in advance about the specific conditions. 

We prompted participants to have a casual chat on three social 
topics: hobbies and interests, travel experiences, and weekend ac-
tivities. After each conversation, participants rated their experience 
on ten metrics adapted from [4, 10, 62]. Compared to technical eval-
uation, we added metrics related to how people perceive their inter-
action with the chatbot, like Likeability, Social Presence, Perceived 
Listener, Contribution, etc. The full metrics table and explanations 
is shown in Appendix 10.2. 

At the end of the study, participants were asked to match the 
chatbots to the behavior styles listed above, and engaged in a semi-
structured interview about their experience. They were also asked 
to select their favorite AI out of three conditions. 

https://3https://api.slack.com
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7.3 Findings 
7.3.1 Interacting with Proactive AI. Overall, participants had a pos-
itive perception of the proactive conversational AI enabled by the 
Inner Thoughts framework. Across all three conditions, the AI was 
rated to have median scores of 5 for anthropomorphism, initiative, 
engagement, listening ability, contribution, and extroversion. No-
tably, likeability and response timing also leaned toward positive 
ratings, with a median of 6, indicating that many participants found 
the AI likable and can engage at appropriate timings. 

7.3.2 Perception of AI Proactivity. To evaluate whether the de-
signed proactivity styles were both perceptible and distinguishable 
to users, we asked participants to identify which AI exhibited each 
conversational style after their interactions. The accuracy of their 
guesses varied, with the Non-stop Chatter being correctly identi-
fied 69.23% of the time, making it the most easily recognized. In 
contrast, the Selective Participant and Active Contributor were 
correctly identified 54.55% and 50% of the time, respectively. All 
AIs were identified above the baseline accuracy of 33.3%, indicating 
that participants were able to distinguish the AIs at a level higher 
than chance. 

Participants also reported different perceptions of AI with dif-
ferent proactivity levels. For instance, for Selective Participant, 
participants noted that the AI was often too passive. It would only 
speak when prompted and failed to contribute actively, with P04 
describing the AI as paradoxical: “It responded enthusiastically when 
directly addressed, but was otherwise disengaged.” This lack of proac-
tivity led some to feel the AI was overly focused on information 
retrieval, rather than maintaining a more human-like balance of 
social interaction and contribution P01. 

In contrast, Condition 2 (Active Contributor) was appreciated 
for being more balanced. Participants praised its ability to engage 
naturally and at appropriate moments. P02 noted that it tended to 
initiate new topics when the conversation was drying up. P03 found 
that the AI was more proactive in encouraging others to share, even 
calling people by name to invite participation. However, there were 
still occasional lapses, as others observed that the AI sometimes 
failed to fully grasp the context of the dialogue, responding in ways 
that felt slightly off (P07). 

For Condition 1 (Non-stop Chatter), while it was often described 
as overly talkative, participants differed on whether this was seen 
positively or negatively. P01 felt it mirrored conversations with a 
group of friends who are excited to chat, but noted that its excessive 
contributions disrupted the conversational flow, as it tended to 
speak over others or introduce irrelevant topics. P10, P12 found 
this persona too overwhelming, describing it as failing to respect 
the natural pauses of a conversation. 

Interestingly, while participants could differentiate between these 
personas, their ratings for each were not significantly different over-
all. However, we did observe two statistically significant differences. 
The Non-stop Chatter received the highest ratings for perceived 
social presence (Median = 6), reflecting its continuous participa-
tion. In contrast, the Selective Participant was rated significantly 
lower than the Non-stop Chatter in both perceived social presence 
(Median = 5.5, p < 0.05) and extroversion (Median = 4.5, p < 0.05), 
which is consistent with its more reserved, less engaging behavior. 

7.3.3 Preferences Over AI Proactivity. Clear preferences for AI 
proactivity emerged in the study. Condition 2 (Active Contribu-
tor) was the most favored, with 6 participants selecting it as the 
best. Participants appreciated its balanced approach, noting that it 
contributed actively without overwhelming the conversation. One 
participant P02 emphasized that this AI was more respectful of 
conversational flow, waiting for appropriate moments to introduce 
new topics, making interactions feel more natural. 

Condition 1 (Non-stop Chatter) received mixed feedback, with 4 
participants rating it as their favorite, but many also criticizing its 
excessive, often irrelevant contributions. P07 observed that the AI’s 
tendency to introduce long and unnecessary questions disrupted the 
natural rhythm of human interaction, while another P02 mentioned 
that the AI reminded them of a language exchange partner who 
was overly eager to contribute but lacked an understanding of the 
social context. 

Condition 3 (Selective Participant) was the least preferred. Only 
2 participants selected it as the best, while 7 rated it as the worst. 
Participants generally felt that this AI was too passive, contributing 
little to the conversation unless directly asked. Some P06, P11 noted 
that it seemed uninterested or unmotivated to engage with the 
topic at hand, leading to more disjointed conversations. 

8 Discussion and Future Work 

8.1 Proactive Agents via Intrinsic Motivation vs. 
Extrinsic Cues 

In this paper, we introduced the Inner Thoughts framework, which 
emphasizes the role of intrinsic motivation in enabling proactive 
conversational agents. Unlike traditional approaches that rely pri-
marily on external cues such as turn-taking predictions, our frame-
work explores how AI can leverage internally generated thoughts 
to determine participation in conversations. While we highlighted 
the inherent limitations of next-speaker prediction strategies and 
demonstrated the advantages of integrating intrinsic motivation, it 
is crucial to note that these methods are not mutually exclusive. In-
stead, they are complementary components that, when combined, 
could create more robust results. We advocate for the develop-
ment of holistic systems that integrate internal processes (such as 
thought evaluation and intrinsic motivation) with external strate-
gies (like multimodal cues and turn-allocation mechanisms [7– 
9, 15, 20, 31, 41, 45, 46, 63]). Future research should focus on un-
derstanding how these internal and external elements interact and 
how their synergy can enhance both the functionality and user 
experience of conversational agents. 

8.2 Applying Inner Thoughts Beyond Casual 
Conversations 

While our study primarily explored the Inner Thoughts frame-
work in casual conversational settings, its potential extends beyond 
this domain. The framework’s inherent adaptability allows it to 
be adapted into task-oriented scenarios such as brainstorming, co-
ordination, and negotiation. By customizing the criteria used for 
thought evaluation and aligning them with the goals of a given 
scenario, the Inner Thoughts framework can enable goal-oriented 
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proactivity. For instance, in a negotiation setting, the AI could eval-
uate its intrinsic motivation to contribute based on criteria such 
as the strategic value of its input or its alignment with pre-defined 
negotiation strategies. Similarly, in coordination tasks, the frame-
work could prioritize thoughts that promote alignment among team 
members or clarify ambiguities. Future work could explore refin-
ing the framework’s adaptability by integrating domain-specific 
heuristics and dynamically learning from user feedback, further 
enhancing its applicability to real-world task-oriented interactions. 

8.3 Proactive Conversational Agents Beyond 
Text and Computational Efficiency 

Another exciting avenue for the Inner Thoughts framework lies 
in expanding its implementation beyond text-based interactions. 
Extending the framework to support multimodal communication 
like audio and face-to-face interactions introduces both opportuni-
ties and challenges. Real-time, multimodal systems must contend 
with lower latency requirements and more complex turn-taking 
mechanisms that incorporate additional cues such as intonation, 
gestures, and facial expressions. To achieve lower latency in these 
multimodal systems, simplifying the thought evaluation process 
by focusing on core metrics like relevance and coherence could be 
effective. Alternatively, leveraging advanced techniques like train-
ing lightweight LoRA (Low-Rank Adaptation) [30] models might 
strike a balance between computational efficiency and performance, 
enabling the framework to operate in real-time. Future work should 
evaluate these approaches to identify optimal strategies for scal-
ing Inner Thoughts to multimodal and low-latency environments, 
unlocking its full potential for human-like interaction. 

8.4 Technical Limitations of the Inner Thoughts 
Framework. 

A key limitation of the Inner Thoughts framework is thought for-
mation. The AI sometimes generates irrelevant or contradictory 
thoughts, which we tried to address by using stricter prompts. 
However, this could make the thoughts generated repetitive. Future 
work should explore more advanced methods, such as incorporating 
knowledge graphs to improve the thought generation process. 

Another issue is setting proactivity thresholds. Currently, these 
thresholds are adjusted through trial and error, leading to incon-
sistent interactions. Future work could explore a data-driven ap-
proach, for example using reinforcement learning to dynamically 
learn thresholds based on user feedback. 

The thought evaluation process also needs refinement. While 
effective in most cases, the AI occasionally misses opportunities to 
engage due to underestimating motivation scores, or interrupts too 
abruptly when motivated to speak. Future iterations of the frame-
work could benefit from more robust evaluation mechanisms that 
better balance engagement opportunities with conversational ap-
propriateness, potentially integrating adaptive learning techniques 
to fine-tune these processes over time. 

8.5 Automatic Evaluation for AI Proactivity 
Evaluating the quality of AI engagement in multi-party, non-task-
oriented conversations presents unique challenges, primarily due 
to the absence of clear objectives or predefined outcomes. This 

inherent ambiguity complicates the development of standardized 
success metrics, making traditional evaluation methods less ef-
fective. HCI research has relied heavily on user studies to assess 
conversational AI performance [7–9]. While these studies offer 
valuable qualitative insights into user experiences, they face limi-
tations in scalability and often lack the precision required for set-
ting granular, reproducible benchmarks. In our work, we tried to 
address these challenges by conducting human evaluations of sim-
ulated multi-party conversations. However, this approach is still 
relatively resource-intensive and challenging to replicate at scale. 
This underscores the need for future research to establish robust, 
cost-effective benchmarks and develop automatic metrics in evalu-
ating AI proactivity. Recent work in NLP, such as leveraging LLMs 
for self-assessment [38], could inspire comprehensive evaluation 
frameworks. By establishing such metrics, we can better quantify 
AI performance, reduce reliance on human evaluations, and en-
able the systematic development of proactive conversational AI 
systems. 

8.6 Other Applications of Inner Thoughts 
The Inner Thoughts framework holds exciting potential for a va-
riety of applications. One intriguing use case is in brainstorming 
sessions, where AI could ambiently generate and suggest ideas, 
mirroring the thought processes of human participants and offer-
ing spontaneous contributions. Additionally we could allow for 
further customization – such as tuning the AI’s thoughts to be 
more creative, whimsical, or even deliberately childlike. This abil-
ity to modify the AI’s internal reasoning opens possibilities for 
specialized applications. 

Moreover, the framework introduces opportunities for simulat-
ing complex AI behaviors, such as ethical dilemmas or conflicting 
thoughts. For instance, an AI could be designed to decide whether 
to lie or reveal a difficult truth, simulating moral decision-making 
processes. In this way, the AI could offer nuanced interactions 
that reflect more sophisticated social and ethical considerations, 
providing a deeper simulation of human-like cognitive behavior. 

8.7 Interacting with the Thoughts of LLMs 
With the Inner Thoughts framework and recent LLMs like Chain-
of-Thought (CoT) prompting [64] and OpenAI o1 [43] that lever-
age internal reasoning processes, a new design question emerges: 
how could humans interact with the inner thoughts of LLMs? The 
concept of interaction paradigms for LLMs’ thoughts opens up a 
number of possibilities and challenges. Instead of simply providing 
outputs, LLMs could surface their intermediate reasoning, enabling 
users to gain insights into the model’s decision-making process. For 
instance, should these “thoughts” be visible in real time, offering 
users a glimpse into the system’s reasoning trajectory? Further, 
how might we design interfaces that allow users to question, refine, 
or even contribute to the AI’s inner thought process? These consid-
erations not only affect usability but also trust, as understanding 
the AI’s rationale could make its behavior more transparent and 
predictable. Addressing these questions will be crucial in defining 
the next generation of human-AI collaboration paradigms. 
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9 Conclusion 
In this paper, we presented the Inner Thoughts framework, a novel 
approach to proactive AI in multi-party conversations. Unlike tradi-
tional systems that rely on turn-taking predictions, our framework 
enables AI to generate and evaluate its own internal thoughts con-
tinuously, deciding when and how to engage based on intrinsic 
motivation. Our evaluations demonstrated that AI guided by Inner 
Thoughts offers more natural, engaging, human-like turn-taking 
behaviors compared to the next-speaker prediction baseline. Our 
implementation, showcased in a web app and a chatbot, highlights 
the potential of this framework for future applications in multi-
party conversational systems. Our work contributes a novel per-
spective on proactive AI in conversational settings, highlighting the 
importance of internal thought processes and intrinsic motivation. 
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10 Appendix 

10.1 System 
Figure 9 shows the Inner Thoughts playground settings panel. 

10.2 User Evaluation 
10.2.1 Proactivity Settings. 

(1) Non-stop chatter : This AI engaged continuously in the con-
versation, even when it had little relevant input to offer. 
• system1Prob = 0.7 
• imThreshold = 4.49 
• interruptThreshold = 4.8 
• proactiveTone = false 

(2) Active contributor : This AI participated actively, contributing 
when appropriate but without dominating the conversation. 
• More proactive AI 
• system1Prob = 0.2 
• imThreshold = 3.59 
• interruptThreshold = 4.8 
• proactiveTone = true 

(3) Selective participant: This AI contributed only when highly 
interested in the topic, remaining silent during other parts 
of the conversation. 
• Less proactive AI 
• system1Prob = 0 
• imThreshold = 4.09 
• interruptThreshold = 5 
• proactiveTone = false 

10.2.2 Metrics. Table 4 shows the metrics and their definitions 
that we used in our user study. 
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Figure 9: Settings page for Inner Thoughts Playground web app. Users can change the LLM version, add/delete conversation 
participants, adjust proactivity level, trigger method, thought formation quantity and participation strategies. 

Metric Statement 

Anthropomorphism I felt the chatbot is humanlike 

Likeability I felt pleasant to chat with the chatbot 
Initiative I felt the chatbot is able to take the initiative in conversations 
Perceived social presence I was often aware of the chatbot in our conversation 

Perceived engagement I could feel that chatbot is engaging well in the conversation 

Perceived listener I felt chatbot was actively listening and I was heard 

Contribution The chatbot made valuable contributions that enhanced the overall quality of the conversation 

Appropriateness of the response timing I felt that the chatbot can join in conversation at appropriate moments 
Future usage I’d like to have this chatbot when have similar conversation in the future 

Extroversion I felt like the chatbot has an extroverted personality 

Table 4: Metrics used in our user study to measure the quality of AI simulated conversations. Each statement is rated on a 
Likert-scale from 1 – Strongly Disagree to 7 – Strongly Agree. 
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